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a b s t r a c t 

Background and objective: Early identification of melanoma is conducted through whole-body visual ex- 

aminations to detect suspicious pigmented lesions, a situation that fluctuates in accuracy depending on 

the experience and time of the examiner. Computer-aided diagnosis tools for skin lesions are typically 

trained using pre-selected single-lesion images, taken under controlled conditions, which limits their use 

in wide-field scenes. Here, we propose a computer-aided classifier system with such input conditions to 

aid in the rapid identification of suspicious pigmented lesions at the primary care level. 

Methods: 133 patients with a multitude of skin lesions were recruited for this study. All lesions were 

examined by a board-certified dermatologist and classified into “suspicious” and “non-suspicious”. A new 

clinical database was acquired and created by taking Wide-Field images of all major body parts with 

a consumer-grade camera under natural illumination condition and with a consistent source of image 

variability. 3–8 images were acquired per patient on different sites of the body, and a total of 1759 pig- 

mented lesions were extracted. A machine learning classifier was optimized and build into a computer 

aided classification system to binary classify each lesion using a suspiciousness score. 

Results: In a testing set, our computer-aided classification system achieved a sensitivity of 100% for sus- 

picious pigmented lesions that were later confirmed by dermoscopy examination (“SPL_A”) and 83.2% for 

suspicious pigmented lesions that were not confirmed after examination (“SPL_B”). Sensitivity for non- 

suspicious lesions was 72.1%, and accuracy was 75.9%. With these results we defined a suspiciousness 

score that is aligned with common macro-screening (naked eye) practices. 

Conclusions: This work demonstrates that wide-field photography combined with computer-aided classi- 

fication systems can distinguish suspicious from non-suspicious pigmented lesions, and might be effec- 

tive to assess the severity of a suspicious pigmented lesions. We believe this approach could be useful to 

support skin screenings at a population-level. 

© 2020 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY-NC-ND license. 
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. Introduction 

Cutaneous melanoma is responsible for over 75% of skin can-

er deaths [ 1 , 2 ]. In 2020, an estimated 100,350 patients will be

iagnosed with melanoma, and 6850 patients are expected to die

f melanoma in the U.S. [3] . However, the prognosis is excellent

or localized disease and primary tumors which are 1.00 mm or
nder the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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less in thickness. The 5-year survival rate in these patients is more

than 90% [1] . For later tumor stages III and IV where the tumor

has spread to nearby and distant tissues, the survival rate drops to

62.6% and 16.1% [4] , respectively, with a 20-fold increase in treat-

ment costs [5] . Hence, early detection is key to reducing melanoma

mortality and lowering treatment costs. 

Pilot screening programs have shown encouraging results [ 6 , 7 ],

and a recent literature review of international melanoma experts

states the need to develop methods to identify precursor lesions

at high risk for progression to melanoma [2] . The screening for

these precursor lesions, to which we will refer to as suspicious

pigmented lesions (SPLs) is known as macro-screening for out-

lier lesions [8] . For this purpose, characteristics of a lesion includ-

ing asymmetry, border irregularities, uneven distribution of colors,

lesion diameter, and changes over time (known as ABCDE crite-

ria [9] ) are taken into account, in combination with, patient his-

tory, the number of nevi, and recognition of the “ugly duckling”

lesion (outlier lesion on the patient’s mole types) [10] . Although

the current approach of patient screening is effective, there are

less than 15 dermatology visits per 100 persons annually in the

USA [11] , leaving a large population without expert opportunis-

tic identification of these lesions. Unlike dermatologists, internists

and family practitioners see around 330 million combined patient

visits in the USA [11] , putting primary care physicians (PCPs) in a

prime position for opportunistic identification of melanoma. How-

ever, the majority of PCPs are currently not trained for skin ex-

amination [12] , and some studies assert they have insufficient di-

agnostic and referral accuracy [ 13–15, 44 ]. The ability to expand

melanoma screening to a broader population could aid in identi-

fying melanoma early and positively impacting patient outcomes. 

Computer-aided diagnosis systems have been developed to

identify malignant characteristics from images of single lesions, but

only few are commercially available [16] . The purpose of such sys-

tems is to help dermatologists with individual lesion diagnosis and

to assist non-dermatologists with accurate and fast referrals. How-

ever, to maximize sensitivity and avoid missing melanomas, the

full spectrum of lesions on a patient should be assessed, which

would require a significant amount of time when using the ap-

proach of validating every single lesion on a patients’ body with

these single-lesion imaging and analysis systems. Due to the time

constraints in primary care practice, this could limit the practical

use of computer-based screening in a non-expert setting, at least

in a cost effective manner. 

It may be possible to acquire more digital data per patient in

a rapid manner for computer-based pre-screening systems by us-

ing wide-field digital images. Wide-field images can be quickly and

easily acquired with a user-friendly commercial camera. Further-

more, these wider field images can include a multitude of skin le-

sions within one image, since the area imaged may be increased

by more than tenfold in comparison to images that are taken with

a dermoscope. The manual collection of a number of these images

in sequence could allow for greater or even complete coverage of

a patient’s body for pre-screening in a simple and cost-effective

way. However, the image quality is fundamentally different from

dermoscopy images, since there is minimal illumination, magnifi-

cation, or polarized control. Computer-based pre-screening systems

that use these types of images could be able to do both, lesion

recognition (identifying individual lesions on the image) and lesion

analysis to determine which of the identified individual lesions re-

quire further investigation (i.e. are suspicious). 

In this paper, the goal is to demonstrate that individual lesion

analysis is possible for lesion-images that have been taken from

wide-field photographs using a computer aided classification (CAC)

system. The uniqueness of this approach is that (1) the developed

computer aided classification system was optimized to work with

lesion-images from wide-field photographs (lower resolution than
revious approaches), (2) the said system gives lesions a suspi-

iousness score, and classifies suspicious and non-suspicious le-

ions, not the traditional melanoma vs non-melanoma, (3) train-

ng of the system explicitly included an important source of image

ariability due to acquisition considerations of the database, and

4) it allows for low-cost image acquisition instruments like digital

hotographic cameras and mobile phones. 

Within this manuscript, our contributions are as follows: 

• We have optimized a machine learning classification algorithm

to distinguish suspicious (SPLs) from non-suspicious (non-SPLs)

pigmented lesions 
• We have acquired images of major body parts of 133 patients

in a new clinical database of images, which included 1759 skin

lesions 
• We have established a suspiciousness score, which is aligned

with common macro-screening (naked eye) practice. 

. Methods 

Images from 133 patients were acquired with a consumer-grade

amera, and a computer-aided classification (CAC) system to distin-

uish SPLs from non-SPLs was developed. Here we distinguish the

erm CAC from the more common term computer-aided diagnosis

CAD) as the intent of the present work is not to generate a tool

or diagnosis but rather an assistive system for referral. A machine

earning classifier, as part of the CAC system, was trained with the

cquired database of skin lesions. 

.1. Patient population 

All subjects were high risk patients (skin types I to III) re-

ruited at the Department of Dermatology at the Hospital Gre-

orio Marañón, Madrid, Spain. Inclusion criteria for participants

ere signed informed consent, age of 18 years or older, and as-

ured mental integrity. Exclusion criteria were marks on the sub-

ect’s body that would prevent full anonymization (e.g. tattoos).

mages were acquired by a melanoma expert with > 15 years of

xperience. The dermatologist did a full body examination using

is standard of care tools including dermoscopy. Lesions were clas-

ified into three different classes: 1) SPL, class A (SPL_A), if suspi-

ious clinical features were detected by naked eye examination and

onfirmed by dermoscopy examination, 2) SPL, class B (SPL_B) if

uspicious clinical features were found by using naked eye exam-

nation, but not confirmed after examination with a dermoscope,

) (all other) non-suspicious lesions (non-SPL). The manual score

or the lesions were 1 for SPL_A, 2 for SPL_B, and 0 for non-SPL.

PL_A lesions were tracked over time or biopsied by the melanoma

xpert as part of his standard of care. SPL_B lesions were recom-

ended to be tracked over time by a non-expert dermatologist. 

.2. Ethics approval 

This study was reviewed and approved by the Ethical Commit-

ee from Hospital General Universitario Gregorio Marañón (Madrid,

pain) and COUHES (Committee on the Use of Humans as Experi-

ental Subjects) from Massachusetts Institute of Technology (Cam-

ridge, MA, USA). 

.3. Image acquisition 

All images were acquired with an Olympus E-420 (10 Mega Pix-

ls) camera, in RAW format, at a distance of 0.2 m from the patient

nd anonymized before processing. A sample image is shown in

ig 1 A. A card with an integrated ruler was held within the image

s a reference point for measuring image pixel size and lesion size.

llumination was not controlled during image acquisition. 
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Fig. 1. A: Wide-field image (20.4 × 15.3 cm - 3648 × 2736 pixels) of a patient’s 

back acquired from approximately 0.2 m distance. All lesions encircled (all colors) 

were analyzed. B: Enlarged view of example lesions from A. Enlarged lesions in B. 
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Potential illumination artifacts were corrected during image

rocessing (see section “Image Pre-Processing”). At the predeter-

ined distance, an image acquired in this study has the pixel size

f 67 μm (measured using a positive USAF 1951 Resolution Test

arget, Thorlabs). This resolution compares to eye resolution at

he same distance at reading/viewing distance of (~58–72 μm 0.2–

.25 m), which is also the approximate distance in which lesions

re examined by the expert during naked-eye examination. 

.4. Image pre-processing 

Images were pre-processed by using a semi-automated image

rocessing scheme. RAW images were first converted to TIFF for-

at with camera-specific software (OLYMPUS Viewer 3). Single le-

ions with a diameter > 3 mm were manually cropped from the

riginal images and saved individually ( Fig 1 B). The cropping pro-

ess can be automated, but for the purpose of this study, which

ims to investigate practicality of wide-field images for single-

esion analysis, the automatization was not a priority. Special care

as taken that lesions which appeared on more than one wide-

eld image were only added in the single-lesion data base once

see also supplement, part 3). The diameter threshold selected in

his study for manually cropping was supported by the clinical ev-

dence that most melanomas ( > 94%) are bigger than 3 mm [17] .

ithin the image resolution previously described and assuming

 circular lesion, a 3 mm diameter lesion in our study contained

round 1575 pixels. All images (i.e., each mole, Fig 1 B) were pro-

essed by using a set of automated image pre-processing algo-

ithms including illumination correction (Otsu’s method) and le-

ion border segmentation ( Fig 2 ). Otsu’s method was used for au-

omatic thresholding a grayscale version of the lesion image into

oreground (lesion) and background (skin). Once a mask was found,

 morphological opening operation with a disk-shaped structuring

lement spanning one fifth of the total lesion image size was ap-

lied to remove foreground objects. A Gaussian blur was applied to

his processed imaged to reduce high frequency components of the

ackground while maintaining the non-uniform illumination infor-

ation. The lightness value in HSV space of the opened image after

aussian blurring was subtracted pixel by pixel from the original

olor image, correcting for non-uniform illumination. 

A shading attenuation method previously described by Caval-

anti et al. [18] was used to correct inhomogeneous illumination

rtifacts. A previously described automatic lesion segmentation al-

orithm by Celebi et al. was used to segment the lesion border of

ach pigmented lesion (PL) [19] and separate the lesion from sur-

ounding skin. Because the automatic segmentation algorithm in-

luded a blob-detection approach, only the centered blob was con-

idered as the lesion. 
.5. Image feature extraction 

After pre-processing, 399 features that measure specific com-

onents of the ABCD criteria [9] of suspicious lesion identifica-

ion (not including E – Evolution) were extracted from each pre-

rocessed lesion image and used to classify the lesion as suspicious

r non-suspicious (see also supplement, section 2). Extracted fea-

ures were mostly variations of features previously used to validate

 computer-aided melanoma diagnostic method for dermoscopy

mages [ 20 , 21 , 25 ]. The 399 features are distributed between six

ategories, namely, lesion asymmetry ( n = 91), border ( n = 192),

olor ( n = 48), texture ( n = 66), pixel size ( n = 1), and lesion area

 n = 1). Subsequently we briefly describe how the features of the

rst four categories (i.e. the ABCD features) were obtained. 

.5.1. Asymmetry 

A total of 91 features were calculated to extract characteris-

ics describing asymmetry of the lesion. Ten intensity (V channel)

hresholds (5 to 230, in steps of 25) were applied to the lesion

mage [21] to generate a set of 10 new image regions. Lesion pix-

ls whose intensities were higher than the defined threshold were

et to zero. Non-lesion pixels (skin) were also set to zero. For each

f the 10 new image regions, the features calculated were: area

atio to the original lesion area, circularity, center of gravity differ-

nces between new and original lesion areas, standard deviation of

he distribution and skewness of the distribution. Furthermore, an

symmetry index [20] was calculated in both directions, major and

inor axes, for each of these 10 regions. 

This index was defined as the difference between the areas of

wo halves of the lesion. The circularity of the original lesion was

dded as an additional feature. 

.5.2. Border 

A total of 192 features were obtained to describe the border of

ach pigmented lesion. As proposed by Iyatomi et al. [21] , each le-

ion area was divided into eight equi-angle regions. A window was

entered on the lesion border to analyze pixels inside and out-

ide of the lesion border. The features calculated for each lesion

ere the average and standard deviation of the color intensity ratio

nd gradient over the equi-angle regions for various window sizes.

hese features were calculated in each of the red, blue and green

RBG) channels, and also luminance and chrominance (Cb and Cr)

hannels. 

.5.3. Color 

A total of 48 color-based features were calculated. For this, a

eripheral region of the lesion was defined as the region inside the

order that has an area equal to 30% of the tumor area [21] . The

verage, standard deviation and skewness in both RGB and HSV

Hue, Saturation and Value) color spaces were calculated for the

ollowing: complete lesion area, peripheral region of lesion, and

complete) area surrounding the lesion. The difference of these fea-

ures was taken between the pigmented lesion and surrounding

kin, as well as the peripheral region and surrounding skin. In ad-

ition, the number of unique colors in the peripheral and lesion re-

ions in both RGB and HSV color spaces and the number of unique

olors after quantizing the values in each image channel to 8 and

6 levels were included. 

.5.4. Differential texture 

In order to quantify lesion textures, 66 features were extracted.

o-occurrence matrices were calculated for each image of the pig-

ented lesion [21] . Co-occurrence matrix distances were set to

1 different values between 1/2 and 1/64 the length of the ma-

or axis of the lesion. Energy, entropy and correlation for each of

he 11 co-occurrence matrices were calculated. The final features
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Fig. 2. Processing workflow to build and test an image-processing model to distinguish between SPLs and non-SPLs. Image pre-processing includes extraction of individual 

lesions from the original images, correction of illumination artifacts and image segmentation to extract the lesion’s contour. Image pre-processing is followed by feature 

extraction. Once all information is extracted, data is divided into two groups: training (75%) and test (25%). Model development (orange dashed box) is a standard procedure 

for validating machine learning algorithms [39] . For an objective evaluation of the algorithm, the final model is applied to the separate test set. 
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used for the model were the average and standard deviation of

energy, entropy, and correlation over four directions (0 °, 45 °, 90 °,
135 °). Hereby, the major axis length and orientation were calcu-

lated for each lesion, and the image was rotated so that the major

axis would be at 0 °. From this as a starting point 45 °, 90 ° and 135 °
directions were generated and textural features extracted. 

2.6. Classifier training and validation 

To differentiate suspicious (SPL_A and SPL_B) from non-

suspicious lesions, a machine learning classifier was built as part of

the CAC System, using Logistic Regression on ABCD extracted fea-

tures to create a simple, but effective classifier. The 1759 lesions

were split into a training ( n = 1187) and a test set ( n = 572) (see

supplement, section 4, for a comparison of splitting the data by le-

sion and by patient ID). The training set consisted of 46 SPL_As,

and 1141 non-SPLs (approx. 75% of SPL_As and non-SPLs). SPL_Bs

were not included in the training set. The reasoning behind this

approach is based on the results of previous experiments that have

shown that the classifier achieved better performance if clear ex-

amples of both lesion types were used (see supplement, section

1). The test set consisted of 181 suspicious lesions, (9 SPL_As, 172

SPL_Bs) and 391 non-SPLs (approx. 25% of SPL_As and non-SPLs

and 100% of SPL_Bs). 

We combined two methods to select features with high impact

and reduce the dimensionality of our data, namely 1) univariate

feature selection (ANOVA), that removes all but the k highest scor-

ing features, and 2) principal component analysis (PCA). Due to

the unbalanced nature of our data (46 vs. 1141 training samples)

we used a learning method that internally had the choice to cor-

rect that unbalanced scenario. Namely, we used a logistic regres-

sion method implemented in the open source Scikit-learn Python

package [22] which has a parameter that allows balancing the data

(L 2 penalized logistic regression with class balancing). 

Prior to input into the model, we standardized all feature data

by scaling each feature distribution to have zero mean and unit
ariance. Moreover, features with no variance (i.e., variance < 10–

) were not used to generate the model. 

For the hyper-parameter optimization, we applied a random

earch method [23] with 105 iterations. The optimized parameters

ere the number of top features selected in the k-best reduction

ethod (k), the number of PCA components (n_components), and

he inverse of regularization strength (C) for the logistic regression

lgorithm. The ranges explored were k ∈ [ 1 , 399], n_components

 [0, 399], and C ∈ [10 −4 ,10 4 ]. A cross-validation method of 10

olds was used and the area under the curve (AUC) was the maxi-

ized score during the optimization process. The classifier output

or each lesion was set to be a suspiciousness score value between

 (for all SPLs) and 0 (for non-SPLs). 

After optimizing our classifier with a 10-fold cross validation,

eceiver operating characteristic (ROC) curves were generated by

sing a leave-one-out cross validation strategy. Thus, for every sin-

le lesion in the training set (1187 images, 46 SPL_A), the system

as trained with all images but one. The trained classifier was

hen used to get the suspiciousness score of the lesion which was

xcluded during training (therefore, the ROC curve which is shown

s a cross-validation ROC curve). 

.7. Classifier testing 

The performance of the classifier was evaluated by using the

est set images. True positive and false positive rates of the clas-

ifier in the test set were calculated by using the classifier score

hreshold that achieved 95% true positive in the training-validation

rocess. Scikit-learn Python package was used to optimize and test

ur model [22] . All algorithms were run on a Mac Pro (2 × 2.4 GHz

-Core Intel Xeon) station. 

. Results 

133 patients (61 female, 72 male), ages 19 years to 76 years

ld (median age 43) participated in the study. 3–8 images were

cquired per patient on different sites of the body: back, torso,
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Fig. 3. Validation ROC curve. The ROC curve demonstrates the ability of the algo- 

rithm to distinguish SPLs from non-SPLs when compared to an expert dermatolo- 

gist. The area under the curve (AUC) was 0.89 with a 95% confidence interval of 

0.85–0.92 (light blue shading area). The cross-validation (leave-one-out) used 1141 

non-SPLs and 46 SPLAs. 
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Table 1 

Overview over cac system performance for 

test set when compared to the gold stan- 

dard. 

Lesion Total TP Sensitivity 

SPL 181 152 84.0% 

SPL_A 9 9 100% 

SPL_B 172 143 83.2% 

Lesion Total TN Specificity 

non-SPL 391 282 72.1% 

TP: True Positive; TN: True Negative; SPL: 

Suspicious Pigmented Lesion. 

Table 2 

Overall confusion matrix. 

n = 572 Actual: YES Actual: NO 

Predicted: 

YES 

TP = 152 FP = 109 261 

TP SPL_ A = 9 

TP SPL_ B = 143 

Predicted: 

NO 

FN = 29 TN = 282 311 

FN SPL_ A = 0 

FN SPL_ B = 29 

181 391 572 

TP: True Positive; TN: True Negative; SPL: Suspi- 

cious Pigmented Lesion; FN: False Negatives; FP: 

False Positives. 
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egs, arms and other. A total of 1759 pigmented lesions were ex-

racted from the images (back: 1582, torso: 192, legs: 20, arms:

8, other: 4), with an average of 13 lesions per patient. The

atabase included patients with both, family and personal history

f melanoma (11/133 and 25/133, respectively, no overlap). Of the

otal number of 1759 pigmented lesions, 55 were marked as sus-

icious, class A by the expert dermatologist. Nine of the 55 lesions

ere biopsied. After histopathology the diagnosis of the biopsied

esions were: 3 melanomas, 2 basal cell carcinomas, 2 dysplastic

evi and 2 common nevi. The remaining 46 SPL_A were indicated

n the patient file for regular tracking by the melanoma expert. 172

esions were marked as suspicious, class B. 

The optimization process previously described (see Methods

ection) showed that the combination of feature reduction pa-

ameters that achieved higher performance was using 4 of the

olor-related features ( k = 4) and the first 114 PCA components

n_components = 114). The four selected features with the highest

-score were the number of colors present in the lesion and the

eripheral region in the HSV color space, after quantizing the val-

es in each image to 8 and 16 levels. The first 114 PCA components

xplained the 98% of the variance of our data. The optimization

rocess found that the optimal value for the inverse regularization

trength for the logistic regression was C = 0.003 (see also supple-

ent, section 2: Feature Reduction 2). 

Using the investigated features extracted from each image, a

ingle value was regressed to perform a binary classification. The

alidation ROC curve presented in Fig. 3 , shows the expected sensi-

ivity and specificity of our model as the classification threshold is

aried. It was generated by using a leave-one-out cross-validation

pproach with the training set (1141 non-SPLs and 46 SPL_As) to

emonstrate the performance of the optimized classifier in dif-

erentiation between suspicious and non-suspicious lesions. The

alse positive and true positive rate was determined by comparing

he classification output of the algorithm to our gold standard (as

et by the melanoma expert). From 46 SPL_As, 44 were correctly

lassified in the training-validation set. The area under the curve

as 0.89 with a 95% confidence interval of 0.85–0.92. A threshold,

h score = 0.46, was found to achieve the lowest false positive rate

hile still achieving our clinical design criteria of 95% true positive

ate (TPR). Achieving such TPR is an essential aspect of our value
roposition, and is primary reason why we selected th score = 0.46

or our feature-based regression classifier. 

The threshold identified in the above described cross-validation

as used to predict the suspiciousness of the lesions in the test set

y making a binary decision: All lesions with a value lower than

he threshold were considered non-suspicious and those above it

ere considered as suspicious. Table 1 gives an overview over the

AC system performance for the test set when compared to the

old standard. Out of the 181 suspicious lesions in the test set, all

uspicious lesions, class A (9) and 83.2% of suspicious lesions, class

 (143) were identified correctly. From 391 non-SPLs in the test

et, 282 were correctly classified as non-suspicious. These findings

esult in 75.9% accuracy, defining accuracy as the ratio between the

um of all true positives and true negatives, divided by the total

umber of lesions in the testing set. In Table 2 , we present the

onfusion matrix of the proposed system to give an overview of

erformance analysis. 

Fig 4 (left) shows the classifier output suspiciousness scores for

ll lesions in the test set categorized in three groups: SPL_A, SPL_B,

nd non-SPL. We found that there is a statistically significant dif-

erence ( p < 0.001) between non-SPL suspiciousness scores and

PL suspiciousness scores, and between the suspiciousness score

f SPL_A and SPL_B. Fig 4 (right) shows an image example for each

igmented lesion category with its corresponding classifier score

bottom-right) and its corresponding calculated area in mm2 (top-

ight). The median suspiciousness score was highest for the SPL_A

han for the SPL_B, in agreement to the dermatologist opinion. 

. Discussion 

Traditionally, the focus of computer aided systems in derma-

ology has been directed towards (non-invasive) diagnosis, i.e. the

bility to classify selected lesions into pathology proven malignant

s. pathology proven benign. These approaches have been primar-

ly developed to aid non-melanoma experts in reducing the num-

er of unnecessary biopsies. However, before selecting any lesion

or diagnosis and possible biopsy, it is clinical standard to perform

 macro-screening on a patient’s body. Indeed, macro-screening is

he first step in melanoma care, and the focus is directed towards

nding any suspicious lesions on the patient’s body which need
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Fig. 4. Median suspiciousness score for three PL types (non-SPLs, SPL_B and SPL_A) 

in the test set. The boxed area is 25th to 75th percentile; the center line is me- 

dian value. Whiskers indicate first and fourth quartiles. The horizontal dotted line 

indicates the selected threshold of the classifier after optimization (thscore = 0.46). 
∗∗∗There is a statistically significant difference between all groups ( p < 0.001). B: Ex- 

ample of lesions classified as SPL_A (top), SPL_B (middle) or non-SPLs (bottom) by 

the expert opinion. Numbers on the top right indicate the area of the lesion in 

mm2. Numbers on bottom right corner indicate scores obtained by the classifier. 
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further diagnosis. Untrained observers easily miss a suspicious le-

sion when macro-screening [13-15] , therefore, putting the patient

at risk for an undetected melanoma. 

In this study we were interested in developing computational

solutions for effective macro-screening for suspicious skin lesions

to aid with lesion-selection and effective referral to a specialist.

We have conducted a clinical study with high risk patients (skin

type I to III) in which we 1) acquired images of all major body

parts of the patients with a commercial camera for wide-field im-

ages of the body, and 2) classified all lesions into suspicious and

non-suspicious, and 3) developed and optimized a computer aided

classification system to work with lesion images that were taken

from the wide-field images. 

Most previously reported dermatological databases for pig-

mented lesions include single-lesion images that had been directly

and carefully acquired in close proximity to patient skin. Hereby,

each image within the database is usually from a different patient.

It is unlikely that the resolution and quality of such images will

be representative of those acquired in a situation of melanoma

screening at the primary care level, where devices and imaging

conditions are prone to vary. Our intent in acquiring wide-field im-

ages and then cropping individual lesions for this study was that

for the first time this important source of image variability was ex-

plicitly included in the acquisition considerations of our database

while still preserving interpretable image classification constraints

used in previously described suspicious pigmented lesion CAD sys-

tems which perform their analysis lesion by lesion. Our results

suggest that our classifier can distinguish between suspicious and

non-suspicious skin lesions using images with variabilities in light-

ning, pixel size, and position within the image. Furthermore, our

results indicate that the severity of a suspicious lesion could be

distinguished by using our approach. To our knowledge, this is the

first time these types of images, which represent image data from

real-life scenarios in which devices, imaging conditions, and expe-

rience of handling are prone to vary, has been used for skin lesion

classification. 

For the classifier, we have aimed to train for two general

classes, namely nSPL and SPL to improve the training dataset size.

We have shown accuracy for the full test set, as well as for two
istinct bins of suspiciousness, which might be able to give a bet-

er metric of accuracy in different presentations of SPL (see sup-

lement, section 2). However, one limitation of our study was that

xamination with SPL_A as a class alone would not give represen-

ative results due to the low number of images in this class. 

The advantage of our approach is the ability to image and as-

ess large skin areas with multiple lesions using images that can

e quickly acquired with an easy-to-use standard consumer grade

amera. In the future, this could lead to a simple review and flag-

ing of suspicious lesions on a patient. 

Computer-aided systems have been previously proposed by sev-

ral authors to non-invasively diagnose melanoma [24] in both

ermoscopy [ 21 , 25–28 ] and non-dermoscopy (standard consumer

rade camera) [ 18 , 29–31 ] images of individual skin lesions. For der-

oscopy images, sensitivity and specificity of published computer-

ided methods are between 85.9–97.4% and 44.2–97.87% [ 21 , 25–

8 ], respectively whereas images taken with standard consumer-

rade cameras may achieve a sensitivity and specificity between

7 and 100% and 68–97.78% [ 18 , 29–31 ], respectively. 

More recently, deep learning approaches have also been ex-

lored on non-invasive diagnosis of skin lesions [ 32 , 33 , 38 , 40–43 ]

nd have shown their capabilities on classifying skin lesions with

igh accuracy (see Table 3 ). One of the advantages of using deep

earning is to potentially remove the pre-processing steps required

n traditional approaches (e.g. avoid lesion segmentation). It is im-

ortant to mention that all of the above-mentioned approaches

re based on single lesion analysis, and the algorithms described

n the literature attempt to classify lesions into malignant and be-

ign. That makes a direct comparison to our approach difficult, es-

ecially since histopathology can only be known for some of the

esions used in this manuscript (it would be impossible to have

istopathology on all of a subject’s lesions because this would have

eant removing approx. 12 lesions per patient). Table 3 provides

n overview with specifications of above-mentioned methods, in

n attempt to compare published work to our approach. Keeping in

ind that our aim is computer-aided macro-screening (as opposed

o single lesion analysis), Table III shows that the performance of

ur classifier is well within the range of the literature. It also sug-

ests that our system could be used as a first and/or complemen-

ary step on the way to better lesion management by identifying

he suspicious lesions on the patient’s body for further diagnosis. It

ould also be implemented within already existing tracking meth-

ds, as shown for example in [34] . While our results for detecting

rue positives are promising, for practical macro-screening applica-

ions, improved classification of true negatives would reduce un-

ecessary referrals and further burden on the dermatologists and

he healthcare system. There are several ways to improve our cur-

ent results for a potential use in macro screening. One possible

nd simple way would be to add individual patient information

rom medical records such as patient history (e.g. family/personal

istory of melanoma), patient background (e.g. sex, age), and other

elevant information (e.g. evolution, location of lesion) as features.

his type of information could be scored for suspiciousness and

sed as additional input data for the classifier. Indeed, previous

ublications have demonstrated the merit of adding patient infor-

ation [30] . In the case of this study, not all information was avail-

ble to us, therefore, it was not implemented. Another approach

hich has a less straight forward solution is the implementation

f the ugly duckling sign within the classifier. In fact, this study

as deliberately designed so that the images of the patients show

ultiple pigmented lesions on a large area of the patient’s body

or future testing of the feasibility of outlier detection methods. 

Further advancement of our system would require an auto-

ated lesion detection method to identify individual pigmented

esions in wide-field images for all skin types. For this study, all

esions of high risk patients were manually cropped to assess the
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Table 3 

Comparison of proposed approach with selected methods from literature. 

Total no of 

images 

Extracted Standard 

Clinical Features Classification Sensitivity Specificity Accuracy Ref 

Dermoscopy Images (malignant vs benign) 

1258 Color, Symmetry, 

Border, texture 

ANN 85.9% 86% – 21 

564 Shape, Color, texture SVM 93.33% 92.34% – 25 

Asymmetry, Border, 

Color, Diameter 

Bayes 76.47% 85.11% 80.61% a 26 

206 Asymmetry, Color, 

Border, Geometry, 

Texture 

QDA 

LDA 

CART 

86% 

80.5% 

63% 

52% 

62.3% 

63% 

63.3% b 

63.3% b 

68.3% b 

27 

173 Geometry, Border 

gradient, Color, Texture 

Decision forest 

(1000 decision 

trees) 

97.4% 44.2% 28 

100 NA CNN 74.1% c 86.5% 81.33% 40 

87.5% 60.0% c 

1276 NA CNN 86.4 ± 3.5% d 85.5 ± 3. 41 

1300 85.1 ± 2.2% d 2 d 

379 NA CNN 78.66% 81.3 ± 2.9 d 43 

79.74% 

Non-dermoscopy Images (malignant vs benign) 

152 Asymmetry, Border 

irregularity, Color 

variation, Differential 

structures 

KNN 

KNN-DT 

96.26% 

96.26% 

97.78% 

97.78% 

96.71% 

96.71% 

18 

152 Asymmetry, Border 

irregularity, Color 

variation, Differential 

structures & melanin 

variation feature 

KNN 100% e 97% e 99% e 29 

152 Asymmetry, Border 

Color, Texture 

CFS w/ LMT 

CFS w/ 

Adaboost & 

LMT 

94.39% 

89.72% 

68.89% 

75.56% 

86.84% 

85.53% 

30 

769 Shape, Texture, Color SVM 85.63% 87.65% 90.64% 31 

1942 f NA CNN 72.1 ± 0.9% 33 

100 NA CNN 

g 89.4% h 68.2% (mean) 42 

Wide-field non-dermoscopy Images (suspicious vs non suspicious) 

227 Asymmetry, Border, 

Color, Differential 

texture 

Logistic 

Regression 

SPL: 84.0% 

SPL_A: 100% 

SPL_B: 83.2% 

Non-SPL: 72.1% 75.9% Our results 

a classification rate. 
b correct rate score. 
c adapted to mean sensitivity and specificity value of 157 dermatologists for a comparison of a head-to-head classification task. 
d Average of classification of 12 common skin diseases, using Asan and Edinburgh dataset (upper and lower row, respectively). 
e best results from discrimination results in 50 trials. 
f clinical (mainly) and dermoscopy images. 
g trained exclusively with dermoscopic images. 
h adapted to mean sensitivity achieved by 154 dermatologists the results were compared to.SVM Support Vector Machines; ANN ArtificialNeuralNetwork; KNN K-nearest 

neighbors; KNN-DT KNN followed by a Decision Tree classifier; CFS w/ LMT Correlation-Based Feature Selector with Logistic Model Tree (LMT); QDA Quadratic discriminant 

Analysis; LDA Linear Discriminant Analysis; CART classification trees; CNN Convolutional Neural Network. 
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Fig. 5. Example of lesions misclassified by the algorithm in the training set. The 

numbers on bottom right corner indicate scores obtained by the classifier (suspi- 

cious > = 0.46). 

 

tility of our type of images in the lesion classification compo-

ent. To better understand future improvements regarding the sys-

em’s specificity, we show two examples of lesions that were mis-

lassified due to the limitations of Otsu’s segmentation method

 Fig. 5 ). The non-SPL in Fig 5 A is a congenital melanocytic nevus. It

as classified as suspicious due to the grown excess terminal hair

hich resulted in a segmentation error. Fig 5 B shows a misclassi-

ed halo nevus (classified as non-SPL by our classifier, but as SPL

y the dermatologist). 

These types of lesions are often classified as suspicious by

linicians and should be tracked, since the typical depigmented

ing of the nevus can be a signal for an immune-mediated

rocess resulting from damage or destruction of melanocytes

 35 , 36 ]. In this case, the segmentation algorithm failed to rec-

gnize the depigmented halo, and classified only the pigmented

esion as a non-SPL. Possible ways to improve the segmenta-

ion process could include more non-lesion information from the

urrounding area (i.e. cropping the lesion with larger field of

iew). 

n  
It has been previously demonstrated that PCPs often misdiag-

ose skin lesions as malignant. One study found that 44.5% of in-
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vestigated skin lesions that where reason for a referral actually ap-

peared to be benign [37] . Hence, patients are often referred un-

necessarily to the already overcrowded dermatology practice, with

literature suggesting that 44.5–52.1% of referrals from PCPs to be

unnecessary [ 37 , 44 ]. This leads not only to unnecessary biopsies

but also patient anxiety. On the other hand, an alarming number

of additional SPLs are not recognized by the PCPs. From a popula-

tion consisting of 734 patients, 234 additional lesions were found

on different body parts of 146 patients, of which 123 were pre-

malignant and 111 malignant [37] . Another study [44] calculated

the overall diagnostic accuracy of PCPs for skin cancer and precan-

cer to 34.2% (14.8%for skin cancer, and 45.5% for precancer)In the

attempt to lower the current high referral rate and increase the

number of patients identified with early-stage melanoma, wide-

field photography might be feasible for quick screening of patients

for suspicious pigmented lesions, thereby, assisting the non-expert

in correct SPL identification and referral decision, and leaving rec-

ommendation for biopsy and final diagnosis in the hands of the

dermatologist. 
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